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ION-ION CORRELATIONS IN LIQUID DISPERSIONS

Bo Jonsson

Hakan Wennerstrém

Theoretical Chemistry and Physical Chemistry 1, Chemical Center,
Lund University, Lund, Sweden

Ion—ion correlations play an important role in liquid dispersion with strong elec-
trostatic interactions. Examples can be found in very diverse areas with the setting
of cement paste as one extreme and the compactation of DNA as another. One
particularly spectacular effect of ion—ion correlations is that the traditional dou-
ble layer repulsion sometimes can be converted into a net attraction. This typically
takes place in the presence of multivalent counterions and /or in solutions with low
dielectric permittivity. The attractive forces are driven by the energy while the
repulsive are mainly of entropic origin, and the final outcome is a delicate balance
of these contributions. Here we present two simple models, which give a con-
ceptually simple description of this balance.

Keywords: Electric double layer; Ion-ion correlation; Attractive forces; Monte Carlo
simulation; Multivalent ions; Surfactant systems

INTRODUCTION

Colloidal particles, biopolymers, and membranes all carry charges
in an aqueous environment. The molecular source of these charges
can be covalently bound ionic groups like phosphates, sulfates,
carboxylates, quartenary ammoniums, or protonated amines. The
carboxylates and amines can titrate in response to pH changes, while
other groups remain charged except at extreme conditions. A particle,
a self-assembled aggregate, or a polymer can also acquire a charge by
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adsorption of a small charged molecule. The interactions between
charged mesoscopic objects is strongly influenced by the net charge,
and the electrostatic interactions provide one of the basic organizing
principles in both colloidal sols and in living cells. These interactions
can be both attractive, leading to association, and repulsive, resulting
in dispersion.

The basic description of electrostatic interactions between colloidal
particles was worked out during the 1940s independently by
Derjaguin and Landau in the Soviet Union [1] and by Verwey
and Overbeek in the Netherlands [2]. Both groups based their descrip-
tion of the electrostatic effects on the Poisson-Boltzmann (PB)
equation. Combined with a description of van der Waals interactions,
the resulting DLVO theory has played an immense role in our
understanding and description of interactions in liquid dispersions.

As all theories, the DLVO approach has its limitations coming
from both the model and approximations. The theory is based on a
continuum description of two media separated by a sharp interface.
All real interfaces have a finite width, and the DLVO theory can be
expected to work properly only at separations that exceed this width.
Another more intriguing source of a breakdown of the DLVO descrip-
tion is the mean field approximation inherent in the PB equation. This
article is focused on this effect, and we start with a conceptual
discussion of ion—ion correlations and continue with a development
of two simple model systems amenable to trivial numerical solutions.
Next the effects of the geometrical shape of the colloidal entities are
treated. We conclude by giving a number of examples of experimental
manifestations of correlation effects.

GENERAL ASPECTS ON CHARGE-CHARGE CORRELATIONS

Charge-charge correlation is a general mechanism for generating
attractive interactions in molecular and atomic systems. The textbook
example is the dispersion interaction operating between any two
atoms or molecules. In a conventional description it is caused by corre-
lations between electrons in the two interacting atoms (molecules),
and it invokes a quantum mechanical description of the degrees of
freedom.

There exist, however, other well-known examples of attractive
interactions due to charge—charge correlations involving classical
degrees of freedom, e.g., the Debye interaction between a permanent
dipole and a polarizability and the Keesom interaction between two
rotating dipoles at a finite temperature [3]. These can be expressed
in terms of polarizabilities, o, of the two species £ and [/, giving
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(1)
where R is the separation. In fact, the quantum mechanical dispersion
interaction goes asymptotically to this form, demonstrating the funda-
mental connection between these interactions due to charge—charge
correlations [4]. Ion—ion correlations can also give an interaction of
precisely this form if the ions are confined in space [5]. Consider two
spherical cells, each of radius R. and each containing one spherical
macroion of charge z;; and radius Rj; plus neutralizing counterions
(see Figure 1). A distance R separates the macroion centers.

The excess free energy, AA, due to the interaction of the two
subsystems is according to statistical mechanical perturbation theory,

(AV(R)),

AA = —kpT In(exp[-AV(R) /kpT])o ~ — 557,

(2)
where AV (R) is the interaction energy between the cells for a
particular configuration of counterions. The angular brackets, (),
represent an average over the counterions in the individual non-
interacting cells. The interaction energy, AV(R), can be written as a
two-center multipole expansion, where the different terms represent
charge—charge, charge—dipole, and dipole—dipole interactions, etc.
For electroneutral subsystems the lowest order term contributing to
AA is due to the dipole—dipole component,

FIGURE 1 Two interacting but nonoverlapping charge distributions, each
with a central macromolecule of charge zpe surrounded by neutralizing
counterions.
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where the summation over i and j are for the two subsystems, respect-
ively. Using the spherical symmetry of the subsystems,

= e (S ) ( (S 0
J
where the polarizability, «, can be identified as

_(Zizera)®)o
o= aT . (5)
If combining Equations (2—5), then the free energy of interaction can
be written as

A — — 3kBTOCkOCi (6)
(4neoe,)2R0 ’

illustrating the generality of Equation (1) and the analogy with the
dispersion force. The only difference between Equations (1) and (6)
is in the dielectric permittivity, ¢., of the medium.

Another example of ion—ion correlations in spherical geometry is
the case with two droplets formed from an aqueous electrolyte
solution, which will interact according to Equation (6) and the polariz-
abilities will be those of conducting spheres. A similar case is obtained
with reversed micelles (or water in oil microemulsion droplets) formed
by ionic surfactants [6].

Even for net neutral (dipolar) surfaces there is always a lateral
charge distribution and correlations with another similar surface will
lead to attraction [7]. The in-plane and the out-of-plane dipolar compo-
nents behave qualitatively differently, since the former can correlate
by change of orientation, while the latter requires a translational
motion to achieve the attractive effect. The magnitude of these inter-
actions depends on the interactions within the surface, while the
distance dependence is generic [8—11]. A particularly interesting case
occurs when one has a structure on a mesoscopic scale in the surface
due to surface aggregates or domains. Due to the large size of the
correlating entities one can easily reach a direct interaction that
clearly exceeds kgT, meaning that the system is strongly correlated.
The interaction is then more long ranged, except asymptotically, and
can lead to a strong attraction exceeding that predicted by the Lifshitz
theory even at large separations [12—14].
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ION-ION CORRELATIONS IN PARALLEL LINEAR SYSTEMS

Some polyelectrolytes, such as the DNA double helix and viruses, as
well as self-assembled surfactant aggregates can occur as charges stiff
rods. In an aqueous medium the interaction between these highly
charged rods is dominated by electrostatics. In order to obtain a
complete description of the system one has to analyze the interaction
between rods of arbitrary orientation [15], but the simpler case of
parallel rods is particularly relevant when considering correlation
effects. A pioneering study of this case was made by Oosawa [16],
who used as ion condensation model with separate populations of (1)
diffuse ions and (2) ions condensed on the polyelectrolyte backbone.
The latter could be seen as a one-dimensional conductor. Using a
perturbation method Oosawa arrived at an expression for the attract-
ive force component (per unit length) due to “charge fluctuations,”

- (ZC Y 1

where R is the rod—rod separation, lp = e?/4ncoc,kpT is the Bjerrum
length, and { =/p/b with b equal to the length per unit charge on
the polyelectrolyte backbone. For a system like DNA with b = 1. 7A
and lp=17.1 A at ambient conditions, this force is only weakly depen-
dent on counterion valency and it increases linearly with temperature.

Forces due to charge fluctuations in the long wavelength limit are
typically included in the general Lifshitz theory of van der Waals
forces [3]. A straightforward implementation of this point of view
would predict a distance dependence of the force of R~% rather than
R~2. This discrepancy reveals an interesting difference between the
linear system on one hand and the planar and spherical systems on
the other. In the latter cases the coefficients for the “classical” [17]
contribution remain finite as the dielectric permittivity of the bodies
diverges, while for parallel cylinders it diverges. Oosawa’s derivation
demonstrates that in the conducting limit the interaction changes
from R~ to R~2. Oosawa’s result is based on a perturbation expansion
focused on the asymptotic behaviour for large separations where long
wavelength “charge fluctuations” give rise to the attractive forces. At
closer separation the main contribution to the force comes from short
wavelength fluctuations. For charges on a line the lowest energy is
obtained by ordering the counterions with a separation zb, and for
not too-high temperatures the structure factor peaks at 2mm/zb,
where m is a small integer number. Grgnbech-Jensen et al. [18]
arrived at an approximate free energy of interaction due to correla-
tions of this type of charge distribution;
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FIGURE 2 (a) Schematic representation of a single charged wall and its
counterions. (b) Same as in (a), but with two charged surfaces. Additional salt
pairs have been left out for clarity. (Continued).

V(R) = "B (20)" In(e0)K3 2k 2b) ®)

where Kj is a modified Bessel function. Since { oc 7!, this contri-
bution increases in importance at low temperature in contrast to the
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FIGURE 2 (Continued).

Oosawa result, ¢f Equation (7). The “charge fluctuation” contribution
considered by Oosawa, with its opposite temperature dependence, is
part of the asymptotic van der Waals contribution and is numerically
less relevant for short and intermediate separations. In Equation (8)
the attraction also increases strongly with counterion valency. It is
this type of correlation that gives rise to the strong deviations from
DLVO theory, which are the focus of the present article and were first
demonstrated by Guldbrand et al. for two charged planes [9] as well as
two cylinders [20].

In the models used by Oosawa and Grgnbech-Jensen et al. the
attractive and repulsive electrostatic components are treated as being
due to separate counterion populations. In a real system there is no
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clear basis for such a dichotomy, and both components are affected by
ion—ion correlations. This interplay between the direct correlation at-
traction and double layer repulsion is more clearly analyzed in a
planar geometry.

ION-ION CORRELATIONS IN PLANAR SYSTEMS

One way to derive the (PB) equation is by replacing the ion—ion pair
correlation function with a product of one particle densities [21]. To
get an illustration of the implications of such an approximation let
us compare two situations in a planar geometry. In the first case we
have one charged wall with surface charge density ¢ and one neutral
surface separated by distance #. Between the walls we have counter-
ions and possibly some electrolyte. The pressure in this system is
given by the ion concentration at the neutral surface. In the second
case we have two charged surfaces separated by 2h (see Figure 2).
Physically the situations are clearly different. If we apply the standard
boundary conditions of the PB equation, one finds that ion distribu-
tions in the first case are identical to the ion distribution of the two
halves in the second case and that the forces between the walls are
identical. In an exact treatment of the model this will not be true, since
there are interactions between ions on either half of the midplane. We
can write an exact expression for the osmotic pressure [22]:

Poom =kgT Y _[ci(mid-plane) + p{*" + p/]. (9)

The term p{°” comes from the fact that the ions on either side of the
mid-plane correlate and it will give an attractive contribution to the
pressure. In the mean field description there is no interaction across
the midplane due to electroneutrality. A further difference from the
PB description is that in the exact treatment the size of the ions plays
a role, i.e., we get the hard core term pﬁw, which in principle could be
included in the correlation term, but it is sometimes informative to
calculate the two terms, i.e., the pressure due to electrostatic and
hard-core correlations, separately. In some cases the neglect of correla-
tions and ion size will compensate each other and the numerical
validity of the PB results is extended [23].

In order to study the role of ion—ion correlations from a concep-
tual point of view it is a virtue to go to an as simple as possible
model where such effects can appear. The case of two parallel
planar, similarly charged walls separated by a medium containing
only counterions represents the most simple yet realistic case. In



09: 02 22 January 2011

Downl oaded At:

Ion—Ion Correlations 347

the PB description the solution is characterized by a single dimen-
sionless parameter [24]:

—ozeh h
K= 2kpTeoer g’ (10)

where we have introduced the Gouy-Chapman length, /gc = e/2nz0lp.
In an exact treatment only one additional dimensionless parameter is
required, provided one lets the counterion radius go to zero [19]:

_ 2
B hlGC '

As long as the ion radius is small enough, i.e., the Bjerrum length is
much larger than the ion radius, the effect of the counterion radius
is small in the counterion-only case, since close ion—ion encounters
are excluded by the electrostatic repulsion. Excluding electrolyte ions
sometimes appears unphysical, but there are in fact a number of
systems where the counterion concentration is much larger than the
concentration of neutral salt. Lyotropic liquid crystals formed by ionic
amphiphiles and cement paste are two examples where this condition
is met [25, 26].

We should expect ion—ion correlations to be important when the
average Coulomb interaction between the ions is substantial relative
to kgT. Equation (11) tells us that the ion valency is the most
important factor; it also happens to be easily varied experimentally.

It turns out that for aqueous systems at ambient temperatures the
ion—ion correlation effects become important for systems with di- or
multivalent counterions. This was demonstrated by Monte Carlo
(MC) simulations by Guldbrand et al. [19] and confirmed by solutions
of the inhomogeneous hypernetted chain equation (HNC) by kjellander
and Marcelja [27, 28] and by additional MC simulations by Valleau
et al. [29] and also by Bratko and Vlachy [30]. The modified PB equa-
tion, due to Outhwaite and Bhuiyan [31, 32], has also provided further
insight into the approximations in the PB equation [33]. In Figure 3
we show results of ion—ion correlation effects for different valency of
the counterions. With monovalent counterions the pressure is repulsive
over the whole range of physically accessible surface charge densities
even if substantial corrections can occur, in particular with highly
charged surfaces at close separations [34]. Divalent and even more
trivalent counterions lead to strong attractive forces already at modest
surface charge densities. In the two latter cases the entropic term in
Equation (9) rapidly goes to zero, and the interaction is dominated
by the correlation term.

K,

(11)
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FIGURE 3 The osmotic pressure as a function of surface charge density for
two planar double layers with neutralizing counterions from Monte Carlo
simulations. The surface separation is 15A; circles, monovalent; squares,
divalent; diamonds, trivalent counterions.

TWO SIMPLE MODELS FOR ION-ION CORRELATIONS

In order to give a conceptual illustration of ion—ion correlation effects,
we suggest a simplification of the usual planar double layer invoking
just one counterion. Consider two parallel circular surfaces, with radius
R, symmetrically arranged as in Figure 4. The two surfaces are
uniformly charged, and the only counterion of charge ze present is
constrained to the symmetry axis. The whole system is electroneutral,
which means that

21R%¢ = ze. (12)

The two surfaces are separated a distance, 2k, thus the ion—surface
interaction, Vj,, is
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AN
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FIGURE 4 Schematic picture of an ultimately simplified electric double layer
consisting of two circular parallel sheets carrying a negative charge of ze
uniformly spread out over the two circles. The neutralizing counterion of
charge ze is allowed to move on the symmetry line between the circular plates.

-
|

R R
Viw / 2nrdr / 2nrdr
= + . (138)
kBT 47[606rkBT ) / x _ ) / x+h)
Let us introduce the two dimensional variables,
Y1 = L and 7, =z lia (14)
LGe LGe

and also scale the coordinates, £ = x/h. y; and y, are, of course, related
to Ky and K; of Equation (11).



09: 02 22 January 2011

Downl oaded At:

350 B. Jonsson and H. Wennerstrom

The configurational integral the takes a very simple form,
Z =hexp(— / dx exp 242 - 1)
kBT

+1/73 + 3@+ 1) —2“/1)], (15)

where V,, is the surface—surface interaction, which also can be
expressed in terms of y; and y,. The integral can easily be computed
numerically and with all quantities of interest. As an example we
show the counterion distribution in Figure 5a for different counterion
valency. The qualitative behavior is as could be expected for an electric

15 . , . :

FIGURE 5 (a) The counterion distribution between the two circular wall (see
Figure 4). The Bjerrum length is 7.14 A, the surface charge density is 0.01
e /Az, and the counterion valency has been varied. Thin solid line, monovalent,;
dashed line, divalent; thick solid line, trivalent. (b) The pressure between the
two wall with parameters and symbols as in (a). The filled circles represent
MC results for two infinite walls with trivalent counterions and with the same
lp and ¢ as the simple model. (Continued).
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FIGURE 5 (Continued).

double layer with an accumulation of counterion density close to the
oppositely charged surfaces.

The force as a function of separation is repulsive and motonically
decaying for weakly coupled systems, but with increasing coupling
strength the force becomes nonmonotonic and even attractive as we
by now should expect from a strongly correlated system. The coupling
strength can be increased by multivalention as in Figure 5b. Increasing
the surface charge density is another possibility, as demonstrated in
Figure 6a. A third alternative, still easily accessible experimentally,
is to change the solvent to a less polar one (Figure 6b). The model is,
of course, not quantitatively correct, but it illustrates how the force
turns from being monotonically repulsive to showing an attractive
regime when the coupling strength increases and the change occurs
for approximately the expected parameter values.
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FIGURE 6 The pressure between the two walls for the simple model system
as a function of separation. (a) The curves represent different surface charge
densities; 0.01 e/AZ, solid line; 0.025 e/AZ, dashed line;°0.033 e/Az, dot-dashed
line; 0.04 e/A?, thin line. (b) As in (a) with ¢ = 0.01 e/AZ, but with a variation
of the dielectric permittivity; ¢, = 80, 60, 40, and 30 are denoted by thick solid,
dashed, dot-dashed, and thin solid lines, respectively. (Continued).

20

The model can be simplified one step further by replacing the two
circular surfaces by point charges appropriately placed. Thus, if the
counterion is allowed to move along the x-axis between =+h, then
the two “surface” charges should be placed at +(h + d). The distance d
is conveniently chosen so that the electrostatic potential created by the
nearest surface in position +4 is unchanged. This condition gives the
following relation for d,

d= ]2 (16)

8no



09: 02 22 January 2011

Downl oaded At:

Ion—Ion Correlations 353

5
3
g 1
>
g1 |
p-‘c
-3 ]
-5 k 1 . w . . - L -
0 10 20 30 40 50
2h (A)
(b)

FIGURE 6 (Continued).

The ion—surface and surface—surface interactions are easily obtained:

Viw"‘wa_sz . 1 . 1 n 1 (17)
kT 2 (d+h)+x (d+h)—x 4d+h)]|

The final expression for the configurational integral can be given a

very simple appearance by introducing the dimensionless variable,
o ZQZB
BT 2d+h)’

complemented with the scaled coordinate % =x/(d + h)and h=h/
(d+h):

(18)

7+ %2 } (19)

h
Z:(d+h)/d92exp {wgm )
3
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This simple model with two fixed charges and one mobile charge on
a line has the same qualitative properties as the original double layer
system with two infinite, uniformly charged walls. Figure 7 shows how
a monovalent ion gives a monotonic pressure, while with divalent and
trivalent ions an attraction appears at short separation. The
attraction, which at first might seem counterintuitive is a simple
consequence of the balance between energy and entropy in the system.
For weak interactions, y; small, the ion distribution is nearly uniform,
the free energy is entropy dominated, and the net pressure is repul-
sive. As y; increases, asymmetric configurations start to dominate,
and the combination of one of the wall charges, z = —1, with the coun-
terion, z = 2, gives a net charge of +1e, which attracts the opposing

P,_/RT (M)
2

-15 ' '

10
2h (A)

FIGURE 7 The pressure as a function of separation for the simple model
system Equation (19). Surface charge density is 0.01 e/A% and Iz = 7.14A.
Monovalent counterion, thick solid line; divalent counterion, dashed line;
trivalent counterion, dot-dashed line. The thin solid line is the pressure
obtained with the simple model, Equation (15), with a divalent counterion.

20
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negative wall charge. For sufficiently large y; this attraction
outweighs the entropic term. Note also that as the asymmetric config-
urations gain in weight the density at the midplane decreases. Thus,
the net attraction found in strongly coupled systems is the combined
result of a direct attractive interaction and a decrease in the repulsive
entropic term. This behavior, although often overlooked, is also
characteristic for correlation effects in more realistic model systems.

Another manifestation of this competition between energy and
entropy is a phenomenon referred to as “charge reversal” [35, 36]. This
means that the accumulation outside a charged surface of oppositely
charged species can be so strong that it overcompensates the surface
charge. Hence, at a distance the surface will appear to have reversed
its charge. Charge reversal is common in highly coupled systems, and
the phenomenon is captured by the simple model Equation (19)—see
Figure 8. Note that in order for charge reversal to occur additional salt
has to be present in the system. We model this situation with two fixed
negative charges at the ends and a divalent cation and a monovalent
anion moving on the line in between. The radius of the mobile ions has
been set to 2 A.

EFFECTS OF AGGREGATE GEOMETRY

Ion—ion correlations have such a physical origin that the effect should
be independent of the particular geometry of the charged aggregates.
Clearly there are quantitative differences when one considers cylindrical,
spherical, or irregularly shaped or flexible charged colloidal species, but
the basic mechanism should operate in the same way. That thisis the case
can be seen from Figure 9, where the potential of mean force for two
charged spherical aggregates has been calculated from a MC simulation.
For monovalent counterions there is a monotonic repulsion, but
with multivalent counterions or a solvent with a low dielectric permit-
tivity, the usual entropic double layer repulsion decreases and eventually
the correlation term starts to dominate.

The standard way when considering forces between particles of a
regular shape is to invoke the Derjaguin approximation [37], which
relates the force between curved surfaces to the intercation free
energy of planar ones. In this way one can use the results from the
planar case also for curved objects, as long as the radius of curvature
is larger that both the Debye screening length and the distance of
closest approach between the two particles. This clearly demonstrates
that the breakdown of the PB equation can occur for any (regular)
geometry, and there is reason to expect that such a breakdown can
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FIGURE 8 Charge reversal in simple model system, Equation (19), with two
fixed charges, —e/2, at the ends with a divalent counterion plus a monovalent
coion moving on a line in between. The abscissa shows the total integrated
charge starting from the fixed charge to the left. (a) Variation of the surface
charge °density, that is, the distaonce d, and with [p =714 A. Thin line,
0.01 e/@Z; thick solid line, 0.013 e/AZ; dashed line, 0.02 e/AZ; dot-dashed line,
0.04 e/A2 (b) The same as (a), but with a varying dielectric permittivity and
c=0.01e /A2. Thin line ¢, = 80, thick solid line ¢, = 60, dashed line ¢, = 40,
and dot-dashed line ¢, = 20. (Continued).

occur also in the case of irregularly shaped charged particles like, for
example, flexible polyelectrolytes.

If two spherical double layers can correlate and give rise to an
attractive interaction and similarly two planar ones, then one should
also be able to see the same phenomenon for a single polyelectrolyte
chain. That is, the chain should, at sufficiently strong coupling,
contract [38] and eventually take on an end-to-end distance shorter
than the corresponding ideal chain (see Figure 10).
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FIGURE 8 (Continued).

EXPERIMENTAL MANIFESTATIONS OF ION-ION
CORRELATIONS

An attractive force that can be shown to operate between similarly
charged surfaces or particles, which has a range that clearly exceeds
the scale for molecular contact between surfaces and is stronger than
the conventional van der Waals force, is a good candidate for an
ion—ion correlation force. To further substantiate the case, the force
should be independent of chemical details such as the molecular
nature of the surface and/the chemical nature of the ions. In practice,
it can be difficult to eliminate all other possibilities for explaining an
observed attractive force. However, the success of the PB/DLVO
theory for the description of, at least, aqueous systems has given
strong support to the applicability of the primitive model, and we
should be able to trust the theoretical results not only with respect
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FIGURE 9 (a) The potential of mean force between two spherical aggregates
of radius 10 A and net charge 24. The system contains no salt but only counter-
ions of different valency; solid line, monovalent ions; dashed line, divalent
ions; dot-dashed line, trivalent ions. The dielectric permittivity is 78 and the
temperature 298 K. (b) The same as in (a), but ¢, is varied; solid line, 78; dashed
line, 48; dot-dashed line, 18. (Continued).

to the mechanism of the ion—ion correlation force but also with respect
to the quantitative predictions. Consequently, we argue that when an
attractive force is observed under conditions where the theory predicts
as attraction, this is a strong indication that one has a manifestation of
the effect.

One of the first clear experimental demonstrations of the
correlation effect was due to Khan et al. [39], who studied the swelling
of the lamellar a liquid crystalline phase formed by the doubled-tailed
anionic surfactant AOT [bis (2-ethylhexyl) sulfosuccinate]. With the
normal counterion NA™", the lameller phase swells to ca 80% water.
This could be quantitatively modeled using the PB approximation
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FIGURE 9 (Continued).

[40], while with divalent counterions such as Ca®?" and Mg?" a lamel-
lar liquid crystalline phase was still formed, but it only incorporated
around 40% water [39, 41]. The prediction of the PB theory was that
these systems should swell even more than for the monovalent coun-
terions. To quantitatively study the transition in swelling behavior
Khan et al. [39] prepared the ternary system NaAOT-CaAOT-water
and observed that at intermediate mixing ratios there was a transition
from strong to weak swelling and simultaneously a coexistence of two
lamellar phases. In fact, in the simulations by Guldbrand et al. [19] the
parameters where chosen to represent the AOT system. The simula-
tions predicted that for monovalent ions there is a small correction
to the PB approximation, while for divalent ions attraction dominates.
Furthermore, in the transition from attraction to repulsion the force
curve shows nonmonotonic behavior on the repulsive side. This means
that two lamellar phases are coexisting with a force that is net
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FIGURE 10 The end-to-end distance of 60 monomer polyelectrolyte as a func-
tion of the dielectric constant. Here the monomer charge is fixed to —1 and
simple monovalent counterions are used. All particles have a hard core radius
of 4A and the bond length is 6 A and an additional square well between
monomers and counterions has been introduced—see also Khan et al. [61].

repulsive at all separations. It is often stated that one needs an
attractive region in the force to cause phase separation, but a non-
monotonic repulsive force is in fact sufficient.

Using the surface forces apparatus (SFA) technique one has in
several studies found a strong attractive force component at close
range [42—44]. It manifests itself as an instability occurring for longer
separations than expected for the conventional van der Waals force.
Although the presence of this attractive component does not change
the experimental outcome qualitatively, it is still repulsive at long
range, and it requires assumptions about the repulsive double layer
force to make quantitative statements about the attractive part. Still,
the general observation is that when one expects a sizeable extra
attractive force it is also observed. Pashley [45] has studied the double
layer force between mica surfaces in the presence of trivalent coun-
terions and reported a charge inversion of the mica surfaces, as also
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demonstrated for the simple model systems above, which is yet
another manifestation of ion—ion correlations [36, 46, 47].

For aqueous systems with monovalent ions one expects correlation
effects to give only a quantitative correction to the mean field predic-
tions. There are situations, however, where these corrections can be of
importance. Soap films formed by ionic surfactants can have a very
high charge density, ¢ ~ 0.2—0.3 C/m?. Earlier we suggested [19] that
the formation of Newton black films, with their thin aqueous layer, is
triggered by ion—ion correlations. A more recent example is found in
concentrated emulsions stabilized by an ionic surfactant. Here one has
a similar molecular arrangement of a thin aqueous layer separating
two charged surfactant films. Sonneville et al. [34] observed a discon-
tinuous swelling in such systems and interpreted the attractive com-
ponent causing this discontinuity as being due to ion—ion correlations.

As mentioned above, the first explicit discussion of attractive
ion—ion correlation forces was inspired by experiments in polyelectro-
lyte systems [16]. In this case the basic models assume a cylindrical
geometry. As discussed above there are for these types of systems
numerous examples where the addition of divalent and trivalent
counterions induce precipitation [48, 49], but it is difficult to separate
the role of short-range interactions from the typical ion—ion corre-
lation effects operating at a slightly longer range. So far the
most-studied cases are DNA and virus systems [20, 50, 51], and it
has been shown experimentally for a number of cases that multivalent
counterions can cause condensation of DNA molecules [52—56].
Recently, the coil—globule transition of a single DNA molecule has
been followed in a flourescence microscopy study [57—60]. The tran-
sition has been caused by both multivalent counterions and lowering
of the solvent dielectric permittivity (see Figure 10).

Salt effects on ion—ion correlation can be quite spectacular. In a
system with multivalent counterions and low salt content attractive
forces will dominate. Upon addition of a 1:1 salt, there will be a
competition between the original multivalent counterions and the
monovalent ones coming from the salt. At sufficiently high salt concen-
tration the attraction can disappear and the system will revert to a
“normal” double layer repulsion. Thus, we have the unexpected situ-
ation that addition of salt leads to increased repulsion. The pheno-
menon can be observed in dilute DNA solutions, where initially
compacted DNA (by spermidine or spermine) expands if the salt
concentration becomes sufficiently hihg [61].

For spherical particles it has turned out to be more difficult to find
clear demonstrations of ion—ion correlations [62]. It is well established
for many colloidal systems that di- and trivalent ions can cause
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precipitation, coagulation, or both [63]. Such observations have
usually been interpreted in terms of “salt bridges.” One common
example is the precipitation of soaps by calcium or magnesium ions.
For a given charge density, the electrostatic interactions are weaker
between spheres than between planes, for example, as can be seen
from the Derjaguin approximation. Consequently, one needs a higher
charge density in the spherical system relative to the planar or
cylindrical cases in order to see a net attraction.

The setting of cement paste is one interesting example of attractive
correlation forces between approximately spherical particles. It is
generally agreed that the cohesion of cement paste occurs through
the formation of a network of nanoparticles of a calcium silicate
hydrate. These particles carry a very high surface charge at pH con-
ditions typical for cement paste, pH ~ 10—13. Divalent calcium ions
acts as counterions. Thus, the conditions are such that the net interac-
tion between the particles is expected to be attractive [64]. Atomic
force microscope measurements of the interaction between the calcium
silicate hydrate particles confirm the expectations. Electrokinetic
experiments also show that the mobility of the nanoparticles changes
sign as pH rises and the surface charge density increases [65]. That is,
a charge reversal takes place as predicted by the calculations
presented above.

CONCLUSIONS

We have pointed out the generality of ion—ion correlations and tried
to demonstrate the physical mechanism in simple model systems. The
generality means that geometry, ion type, details of surface charges,
etc., are of secondary importance. The forces in charged macromolecu-
lar systems are always a balance between repulsive forces of entropic
origin and attractive forces of energetic origin. For many systems of
chemical interest the repulsive forces dominate and the mean field de-
scription provided by the PB equation is adequate. There are many
ways of changing the balance between entropic and energetic terms;
the most efficient way to favor attractive interactions is to reduce the
importance of the entropy term simply by decreasing the number of
charged particles by using multivalent counterions. The other way to
favor attractive forces is by increasing the importance of the energetic
term by, e.g., going to a solvent with a low dielectric permittivity.
Numerically, the important means for investigating ion—ion correla-
tions have been MC simulations and accurate integral equation techni-
ques. One would hope that more simple approaches based on different
perturbational schemes should suffice to capture the phenomenon at
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least semiquantitatively. This does not seem to be the case, and our
general conclusion is that whenever ion—ion correlations become
important and cause attractive forces to dominate, we are unfortu-
nately well outside the regime where more simple and analytically
tractable approaches are applicable. At the present stage we believe
that in order to get further insight into ion—ion correlations, well-
designed experiments for, in particular, spherical systems are needed.
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